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The Wearable Revolution & Its Processing Gap
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Rapid Growth in Wearable 
Health Monitoring
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Heart Rate (ECG,PPG), Brain Signals 
(EEG) etc.

Wearables gather data and send away

Limited On-device processing!

Edge devices

Latency, Privacy, 
Power Hungry
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A Widening Chasm: Powerful AI vs Tiny Devices

Typical Smartphone Limit

Increasingly Powerful & 
Large AI Models
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That image 
is of a cat

Here is your entire 
medical history analyzed

How do we push these large brains onto 
small battery powered edge devices? 
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Algorithms for HW and HW for Algorithms

GAP9
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Key limitations:
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L2 1.5MB

Speed: 400MHz 
9 Core 
computation 
cluster

BioGAP
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The Next Frontier: From Specific to Universal Models

X: Raw Data

y: Labels

Heart Rate (ECG)
Brain Signals (EEG)
Muscle Activations (EMG)

Atrial Fibrillation, Seizure, etc.

Cheap

Expensive

X
y

Training Model

Supervised Learning

Self-Supervised Learning

X Training Model Foundation

~ 10TBs (20k+ hours).
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How do we train on unlabeled data?

The ocean was very calm and the waves crashed into the rocks

LLM Model

The ocean was very calm and the waves crashed into the rocks

Next token prediction
Masked token prediction

LLMs are often pretrained in an intuitive way.

We try to play a similar game in our biosignal pretraining.

Biosignal Foundation Model
Masked signal modeling
Autoregressive prediction 

Other methods: Contrastive Learning
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CEReBrO’s Alternating Attention to the Rescue
C1 C2 C3 Cm

Block 1

Block 2

Intra-Channel Attention

Self-attention between tokens 
of the same channel

Inter-Channel Attention

Self-attention between tokens 
from the same timestep

Standard Self Attention → Expensive
O(N2) 𝐎 𝐓𝐍 + 𝐂𝐍
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Biosignal Cross-Modality Knowledge Transfer

Can knowledge learned from EEG waveforms transfer effectively to 
other biosignals, such as ECG and PPG, for tasks such as BP estimation?

CEReBrO model trained on EEG – Can we utilize it for more tasks?

MIMIC-III VitalDB
30,000 ICU Subjects 6153 Subjects

PulseDB
4941 + 3458 Records 

125Hz ECG & PPG (10s Windows)

Swap Out 

Load
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Cross-Modality knowledge Transfer brings SoA Results

Method Diastolic Blood 
Pressure MAE

Systolic Blood 
Pressure MAE

ResUNet+Attention 2.95 4.64

CiGNN 2.79 4.15

Fusion+Attention 3.76 5.32

Our CEReBrO 1.92 3.14

MIMIC-IIIVitalDB

Method Diastolic Blood 
Pressure MAE

Systolic Blood 
Pressure MAE

ResUNet+Attention 1.13 4.55

ResNet+LSTM 2.23 4.12

Conv-LSTM 3.29 4.30

Our CEReBrO 1.57 2.72

Lower → better

SoA results → Cross Modality 
Knowledge Transfer works!

Best CEReBrO models quantized down to 
around 3.8 MB → Fits on edge devices
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Bringing Foundation Models to the Edge
CEReBrO

GAP9
Smallest model: 
3.5M parameters

15.2 MB in FP32 3.8 MB in INT8

FC Domain Cluster Domain
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L1 128 kB Flash
2 MB

L3 → L2 → L1 
Tiling

Block 1

Block 2

Specific kernels written to 
handle alternating attention
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First EEG-based Foundation Model used for ECG/PPG usage 
→ Cross-Modality Knowledge Transfer
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Cross-Modality and State-of-the-art Results

State-of-the-art accuracy diastolic BP (MAE 1.57 mmHg) and surpasses 
by 1.5× the accuracy of prior works for systolic BP (MAE 2.72 mmHg).
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Thank you! Q&A
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